One of the most popular state policy trends in higher education has been the re-emergence of performance funding. Many states adopted this strategy during the New Accountability movement of the 1990s, but a lack of financial and political support in the early 2000s resulted in many states abandoning these initiatives (Dougherty & Reddy, 2013). Performance funding policies regained popularity in the mid-2000s, due in large part to efforts of many influential organizations, especially the Bill and Melinda Gates Foundation, Lumina Foundation, National Governors Association, Complete College America, and National Conference of State Legislatures. These organizations led a national effort to draw attention to issues related to college completion and often advocated for policies that incentivized completion by linking state appropriations to institutional outputs (e.g., number of degrees awarded, student retention, transfer rates) instead of funding colleges according to the number of students enrolled (McKeown-Moak, 2013).

Concerned that the United States is falling behind other countries in terms of degree completion and that colleges are not producing enough graduates to keep pace with changes in the labor market, state policymakers view performance funding as a way to align colleges with broader state policy goals. By funding colleges according to their outputs, rather than inputs, state policymakers believe that these incentives will motivate colleges to increase degree productivity. While there is no question that advocates of performance funding policies have been very
successful in promoting its adoption and implementation throughout the states, several questions remain about whether this is an effective strategy for improving degree completions.

A growing body of evidence suggests that these policies have done little to improve educational outcomes and that the underlying theory of action behind performance funding is not well articulated or understood (Dougherty et al., 2013). The evaluative research on performance funding systems is often conducted on the macro- or micro levels. The macroapproach uses states as the unit of analysis and examines whether performance funding states outperform non-performance funding states. This approach is an important starting point for understanding performance funding as it documents which states adopted the policy and for what years (Tandberg & Hillman, 2014; Tandberg, Hillman, & Barakat, 2014). While the macroapproach provides a national view of performance funding impacts and trends, that level of aggregation can overlook the rich policy context that exists within each individual performance funding state. The microapproach addresses this limitation by examining how performance funding impacts colleges within a specific performance funding state. This approach provides greater policy context around a particular state’s performance funding model, such as what has been done with case studies of Pennsylvania and Tennessee (Hillman, Tandberg, & Gross, 2014; Sanford & Hunter, 2011).

Using the microapproach, the current study evaluates the effectiveness of Washington’s performance funding model. As described in the next section, the state adopted performance funding for its community colleges in 2007, making Washington one of the nation’s most stable and longest operating performance funding programs currently in place. There are lessons to be learned from states that have sustained performance funding for multiple years, especially as performance funding’s impacts may not manifest until several years after the policy is in place. Likewise, Washington’s policy reform has been widely recognized as one of the most carefully designed performance accountability systems in the United States, serving as a model for the most recent wave of new performance funding reforms (Dougherty & Reddy, 2013). In addition, given the diffusion of performance funding policies across the states and the political capital that goes into these reforms, it behooves state policymakers to look closely at the evidence to assess whether performance funding states have actually generated greater educational outputs because of this policy reform. Evidence of performance funding’s efficacy is scarce, short of the few studies cited above, so our case study of Washington allows us to ask to what extent has performance funding impacted degree productivity?

Policy Context

Performance funding programs grew out of an effort in the 1990s to reorient the state oversight and accountability environment for public colleges and universities. This New Accountability movement would make “performance” a priority, where colleges would be expected to set performance goals, measure results, and be accountable for reaching certain outcomes. In exchange, they would receive a certain amount of funding that either is a bonus to their base level of appropriations or is built into base funding. While the “funding” portion of “performance funding” policies often receives the widest attention, these policy reforms are more accurately characterized as performance accountability systems.

Performance funding reforms involve more than just linking funds to performance: State officials and campus leaders must collaborate to arrive at performance goals, they must create measures and collect the necessary data, and colleges must report their progress prior to receiving the funds. Collecting and reporting performance data alone (regardless of the amount of money at stake) could impact institutional decision making and, ultimately, performance. In evaluating performance accountability efforts, it can be difficult to disentangle which specific feature of the larger performance accountability package is responsible for any observed effect. A college may improve its performance, but it is unclear whether this was due to the financial incentives, the compliance reporting, the establishment of short- and long-term performance goals, or any combination of these factors. Because of this, it is best to view performance funding within its broader accountability context; indeed, “performance funding” is part of an accountability treatment package that includes data utilization,
strategic planning, and financial incentives to increase institutional performance. Throughout this study, we refer to the commonly used shorthand, “performance funding,” though it is important to see this policy as part of any state’s broader performance accountability system.

Early proponents of performance funding believed that it would shift institutional culture away from the rudimentary reporting of inputs and accounting for expenditures to one that is more results-oriented (Burke, 2005; McGuinness, 1995; McLendon, 2003b; Volkwein, 2007; Volkwein & Tandberg, 2008). By linking a portion of state funding for higher education “directly and tightly to the performance of public campuses on individual indicators,” colleges would have the incentive to meet the state’s performance goals (Burke & Minassians, 2003, p. 3). Tennessee adopted the nation’s first program in the late 1970s, but in 1985, only two states had followed their lead (McLendon, Hearn, & Deaton, 2006). Although 23 states had performance funding systems in place at the turn of the century, these programs began to lose popularity with a significant number of states giving up their programs due to economic and political reasons (Dougherty, Natow, & Vega, 2012).

Recently, a number of large-scale initiatives backed by some of the largest foundations and higher education policy non-profits and institutes in the country have advocated for the development of “new” state higher education performance funding programs. In response, a significant number of states have adopted (or re-adopted) their programs, including a number of innovations designed to correct some of the weaknesses of previous iterations. This renaissance has been dubbed Performance Funding 2.0 (Dougherty & Reddy, 2011; Rabovsky, 2012).

In Washington, state performance funding has a relatively new history. In 2007, Washington’s State Board for Community and Technical Colleges (SBCTC) initiated its most comprehensive performance accountability reform, the Student Achievement Initiative (SAI). The SBCTC and others have argued that two innovations separate the SAI from previous failed efforts at state performance funding for higher education. The first is that the SAI includes intermediate measures and therefore rewards colleges for students’ progression toward completion and not just completion alone. Perhaps one of the reasons why earlier performance funding efforts failed is because they prioritized long-term goals and did not reward colleges for intermediate measures such as student retention or transfer rates. The second is that the SAI gives colleges data on students’ pathways and progress toward completion. This approach allows college leaders to identify where students are struggling and hopefully identify what changes might need to be made to improve their progress (Jenkins & Shulock, 2013). These innovations have caused a number of researchers, commentators, and advocates to hold the SAI as a model for Performance Funding 2.0 (e.g., Altstadt, 2012; Dougherty & Reddy, 2011; Harnisch, 2011; Miao, 2012; Offenstein & Shulock, 2010).

To increase institutional accountability and improve institutional performance, SAI funds colleges according to performance on a number of metrics, outlined in Table 1 (Jenkins, Wachen, Moore, & Shulock, 2012). These metrics include a number of “milestones,” which are further subdivided into “achievement points.” Milestones track students’ progress through their educational career at their college, from pre-college programs (e.g., developmental education and adult basic education) through the completion of credentials and training programs. Achievement points are then the specific measures related to each milestone. For example, when students earn 15 credit hours or return to school the following year, the college will achieve their “retention” milestone and receive its performance funds. As many short certificate programs can be completed in 15 credit hours, colleges can earn achievement points by expanding these programs. Similarly, when students earn a 1-year certificate, associate’s degree, or apprenticeship program, the college will achieve a “completion” milestone and receive its performance funds. To encourage short-term and long-term success on these performance goals, the state rewards colleges for increasing their total achievement points from 1 year to the next. Likewise, advocates argue that the inclusion of both short-term and long-term performance goals, and the associated data collection efforts, provides institutions with “data to guide colleges in identifying barriers to student progression and taking steps to remove them in order to increase student com-
pletion rates” (Jenkins & Shulock, 2013, p. 5), which may improve student outcomes.

The actual amount of money colleges receive is based on their performance relative to prior performance, the amount of money available to fund the program, and the total point gains achieved by the system as a whole. The performance funding received by the colleges is a bonus on top of the general appropriation; however, the performance funds the colleges receive in any given year are later added to their base budgets moving forward. Because of state budgetary constraints, performance funds have constituted less than 1% of the system’s total operating budget (Jenkins et al., 2012). However, while the SAI performance funds made up only 1% of the system’s total operating budget, the amount made up of the individual institutions’ operating budgets naturally varied. In addition, it is important to note that the initiative was phased in, with 2007 serving as a learning year when institutions began implementation and data tracking. Because campus began implementing SAI in 2007, we (like previous evaluators) have chosen 2007 as the start year for the policy intervention (e.g., Belfield, 2012; Jenkins, Ellwein, & Boswell, 2009; Jenkins & Shulock, 2013; Jenkins et al., 2012).¹

**Literature Review**

While previous studies on performance funding have focused on the origins of the policies and best practices (Banta, Rudolph, Van Dyke, & Fisher, 1996; Bogue & Johnson, 2010; Burke & Minassians, 2001; Dougherty, Natow, Hare, Jones, & Vega, 2011; McLendon et al., 2006), a growing number of studies have examined the relationship between performance funding and institutional practices and student outcomes. In their review of existing research and state documents and reports, Dougherty and Reddy (2013) found evidence that performance funding is associated with changes in campus planning efforts and administrative strategies that may improve academic and student support services. Similarly, Rabovsky (2012) found a small positive impact of performance funding on university spending, with a modest increase in spending on instruction. These examples suggest that institutions may adjust their policies and practices in response to the new policies, regardless of the amount of performance funds available from the state.

Left unanswered is whether institutional responses to performance funding also yield positive changes in degree completions and the like. A number of scholars have completed individual state case studies to assess the impact of specific performance accountability programs. For example, using Tennessee as a case study, Sanford and Hunter (2011) estimated how changes in the state’s existing performance funding program impacted retention and graduation rates, concluding that the policy changes had no systematic effect. Hillman et al. (2014) similarly conducted an in-depth analysis of Pennsylvania’s long running performance funding program. The authors utilized a difference-in-differences research design with multiple comparison groups to analyze the impact of Pennsylvania’s performance funding program on degree completions per full-time equivalent (FTE) student. The authors found modest impacts when compared against colleges in neighboring states; however,

---

**TABLE 1**

<table>
<thead>
<tr>
<th>Milestone</th>
<th>Achievement points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Building toward college-level skills</td>
<td>Increase in skill level based on standardized test Pass: pre-college writing or math course</td>
</tr>
<tr>
<td>2. First-year retention and progress</td>
<td>Earning 15 quarter credits of college-level coursework Earning 30 quarter credits of college-level coursework</td>
</tr>
<tr>
<td>3. Completing college-level math</td>
<td>Passing a math course required for either technical or academic associate degree</td>
</tr>
<tr>
<td>4. Completions</td>
<td>Completing a degree, occupational certificate, or apprenticeship training</td>
</tr>
</tbody>
</table>
these impacts disappeared when matched against similar colleges from other states. They concluded that the policy had not systematically increased degree completions within the state.

Other investigators have conducted macro (i.e., state-level) studies. Shin and Milton (2004) included multiple states in their analysis and concluded that performance funding had no systematic impact on graduation rates. However, the Shin and Milton study did not offer an identification strategy for threats to internal validity of the model, so the causal relationship should be interpreted with caution. Most recently, Tandberg and Hillman (2014) and Tandberg et al. (2014) conducted two national state-level studies utilizing difference-in-differences research designs to assess the impact of the implementation of performance funding on degree completions in the 4-year and 2-year college sectors. On average, they found that performance funding had little to no impact on associate or baccalaureate degree completions on average; however, after accounting for the number of years a program has been in place, they found a small yet statistically significant positive impact on baccalaureate completions and a negative impact on associate’s degree completions (Tandberg & Hillman, 2014).

Ours is not the first study to assess Washington’s performance funding program. Jenkins et al. (2012) and Belfield (2012) conducted a series of studies utilizing a mix of qualitative and quantitative assessments to determine the impact of the SAI on institutions and student outcomes. Jenkins et al.’s (2012) study argues that the perception among college administrators and others is that while the SAI is seen as play a role in motivating colleges to improve student success, it has not been as effective as initially expected, in part because of the relatively small amount of funding attached to the program. Similarly, Belfield’s study, which is descriptive and not causal, found that colleges increased their achievement point total by 31% between 2007 and 2011, yet student momentum (or student progression) did not change much after the implementation of SAI (Belfield, 2012). The qualitative insights are helpful for understanding the nuance of implementing SAI, while the only other quantitative study on the policy suggests that the policy has had weak to modest effects. These studies provide important contextual information regarding the implementation of the SAI, yet our study is the first to evaluate potential causal relationships between the SAI and two of the state’s ultimate policy goals (improving retention rates and increasing completion levels).

While the evidence of performance funding suggests that the policy has had little to no effect on degree completion, it is possible that it has positively impacted intermediate outcomes such as student retention rates. This has yet to be studied in the literature. Likewise, while previous analyses of Washington’s performance funding program have provided important insights into the design and implementation of SAI, left unanswered is what would have happened had Washington never implemented the SAI. Washington’s performance funding program represents one of the longest running programs, making it a “proof of concept” for the model advocated by proponents of Performance Funding 2.0. Furthermore, and as indicated earlier, the SAI has been heralded as a model for other states’ performance funding and accountability systems (e.g., Jenkins & Shulock, 2013). Therefore, with this study, we seek to evaluate both intermediate outcomes and completions and to utilize a research design which allows us to more closely approximate causal relationships of a critical state postsecondary policy innovation.

**Conceptual Framework**

Performance funding policies often mirror a basic principal–agent relationship, in which state policymakers, as principals, seek better ways to specify the contract with their agents, the public colleges in the state. In most conversations that lead to the adoption of these policies, the logic is very clear, compelling, and consistent across states. Policymakers view higher education as a relatively expensive investment, and one that affects many of their constituents. In addition, many recent national efforts to encourage more states to adopt and strengthen performance funding policies have heightened the attention to student outcomes and college expenditures.

The logic of performance funding policies is quite compelling. Historically, revenues from state funding have been tied to enrollment, much like tuition and fee revenues. Under these systems, colleges are “rewarded” only for enrolling...
students, and as such, college leaders have no (direct financial) incentives for pursuing the goals that policymakers consider to be most important, usually undergraduate degree production linked to educating the state’s future workforce. The absence of these incentives is believed to allow leaders to use taxpayer dollars on functions that promote the interests of the institution (e.g., rankings, salaries, etc.) over the interests of the state, a basic moral hazard argument. When policymakers seek to adopt or strengthen performance funding policies, many college leaders are resistant, arguing that incentive-based policies fail to consider the many pressures on public higher education and the consistent issues faced by less selective institutions, who point to incoming students with skill deficiencies.

These interactions highlight the inevitable conflict that stems from information asymmetry and goal complexity, two important concepts that are regularly acknowledged but rarely addressed in the recent work on performance funding effectiveness. In the political sphere, some of the concerns raised by college leaders may be viewed as “excuses” or efforts to engage in a “smoke and mirrors” discussion. However, theoretical work on performance-based accountability policies offers insights that may allow us to move beyond the questions over if performance-based accountability policies are effective to when and why performance-based policies are effective.

Many of the more recent performance-based policies in higher education (those often described as 2.0) have sought to move away from a one-size-fits-all approach to include a range of performance indicators that value many different types of student success. These changes were motivated, in part, by concerns from institutional leaders who argued that performance-based accountability policies with very limited views on what constitutes “performance” ignore the realities faced by the complex, diverse goals inherent in most public organizations (Chun & Rainey, 2005; Radin, 2006), particularly postsecondary institutions. By offering incentives for a wider range of outcomes, the new policies seek to increase the likelihood of policy effectiveness, as they introduce multiple paths for colleges to demonstrate growth. With very little literature that explores the influence of performance accountability policies on an expanded range of indicators, we have a substantial gap in our knowledge of the effectiveness of these new strategies, which serves as the motivation for this study.

Data and Research Design

We constructed a panel data set for the years 2002 through 2012 using data from the U.S. Department of Education’s Integrated Postsecondary Education Data System (IPEDS). Our goal is to compare community college performance trends after the introduction of SAI. But as it is impossible to observe what would have happened in Washington had the policy never been adopted, we rely on trends from colleges in other states as our counterfactual. These comparison groups are discussed in more detail in the “Robustness Checks” section, where we explain how we constructed these counterfactuals. Our analysis includes community and technical colleges in Washington (n = 31) in addition to community and technical colleges from 12 western states (n = 176) that are members of the Western Interstate Commission for Higher Education (WICHE). From this regional group, we also compare Washington colleges against colleges from states that share a border but never adopted performance funding for their community or technical colleges (n = 18). The sample also includes community college and technical colleges from 21 non-performance funding state, regardless of region (n = 64).

Variables

IPEDS provides institution-level records on college pricing and tuition, admissions, completions, enrollment, graduation rates, student financial aid, and finances. We use three outcome variables in our analysis: retention rates, certificates awarded (short term and total), and associate’s degrees awarded. Retention rates at community and technical colleges are measured by the percentage of first-time certificate-seeking or degree-seeking students from the previous fall who returned to the same institution (or completed their program of study) by the following fall. We use retention rates for both part-time and full-time students separately. The number of certificates awarded includes both short (i.e., less than 1 year) and long (i.e., more than 1 year) certificate
programs, and the number of associate’s degrees represents either vocational or academic programs. In both cases, the total number of certificates or degrees awarded each year represents the aggregate number of unique graduates from any major or program of study, regardless of whether they enrolled part-time or full-time.

As discussed previously, these outcomes are what the state uses in its performance funding model, so we expect to see an increase in these outcomes after the policy was implemented in 2007. If these increases are not observed, then it suggests that the state’s performance funding efforts are not effective in terms of influencing these outcomes. As discussed in the research design section, we use a difference-in-differences technique to assess these impacts. Because literature finds that retention and degree completion are conditioned by a college’s size, racial and socioeconomic profile, percent of students enrolled part-time, tuition level, and financial capacity, we control for these variables in our analysis (Bahr, 2013; Dowd, 2003; Mullin, 2012; Seidman, 2005; Tebbs & Turner, 2005; Titus, 2006). We also suspect colleges that are more dependent on state appropriations (as a share of their total operating revenues), and those that focus more heavily on certificate programs (certificates as a share of total degrees awarded) may be affected differently than ones that are less dependent. Finally, because community colleges are responsive to local economic conditions, we control for the unemployment rate and size of the labor force for each county in which a community college is located (Betts & McFarland, 1995; Hillman & Orians, 2013).

**Research Design**

To assess the impact Washington’s performance funding policy had on degree productivity and retention rates, we implement an ordinary least squares regression using the difference-in-differences estimation strategy. Under this quasi-experimental design, the adoption of performance funding is viewed as a “natural experiment” as it introduces into our model a plausible source of exogenous variation. The following equation describes our model:

\[
y_{it} = \alpha + \beta_1 (treat) + \beta_2 (post) + \beta_3 (treat \times post) + \gamma_i + \eta_t + \text{controls}_{it} + \epsilon_{it}.
\]

Here, \(y\) is the outcome, \(\alpha\) is the intercept, the variable \(treat\) is a dummy for Washington community colleges affected by the policy, and the variable \(post\) accounts for the years after the policy was introduced. The interaction between \(treat\) and \(post\), represented by the parameter \(\beta_3\), measures the impact performance funding had on the treated institutions. The next variable in the equation \((\gamma_i)\) represents the institution-level fixed effects and \(\eta_t\) represents year fixed effects. By adding these two additional controls, we account for unobserved factors at the institution level that are relatively time-invariant (e.g., quality, organizational culture, mission, etc.), while we also account for events that affect all community colleges in a particular year (e.g., federal policy changes, national economic shocks such as the Great Recession, etc.). These fixed effects help us account for omitted variable bias, thus improving our model’s internal validity, so that we can arrive more closely at drawing causal inference between the policy and the observed outcomes.

In addition to these fixed effects, we add controls that vary for each institution \((a)\) in each year \((t)\). These controls account for the size of each college (FTE enrollment), racial diversity (percent of undergraduates who are White), low-income student enrollment (average federal grants per FTE), enrollment intensity of students (percent part-time), tuition levels and state grant aid per FTE, and the share of each college’s operating revenues accounted for by state appropriations. Finally, \(\epsilon_{it}\) represents the error term for each institution in each year. Importantly, the model’s error could be serially correlated over time, resulting in inefficient parameter estimates. To account for this, we first conducted a Wooldridge test and found the presence of autocorrelation in our model (Drukker, 2003). To adjust the standard errors for autocorrelation and panel heteroskedasticity, we implemented our regressions using the Prais–Winsten estimation technique.

**Robustness Checks**

It is impossible to observe a true counterfactual for Washington’s performance funding: We do not know what would have happened in the state had it not adopted the policy. Because of
this, quasi-experimental techniques often rely on comparison groups that were never subject to a similar treatment, to serve as the counterfactual. Under this framework, the choice of comparison groups becomes an important feature of the research design and if not chosen carefully can yield biased results. To address this concern, we use the “local and focal” matching strategy advocated by Shadish, Cook, and Campbell (2002). This technique uses geographical neighbors to make comparisons between the treatment and comparison group (i.e., local matching). It also uses statistically derived comparison groups that follow similar trends as the treatment group during the pre-treatment period (i.e., focal matching). In both cases, we only selected comparison institutions from states that did not operate performance funding during the analysis period (i.e., they were not subject to similar treatments).

For our local matches, we compare Washington against three geographic comparison groups, moving from the least to most local: all states, Western states, and neighboring states. The focal matches do not consider geography; rather, it identifies community colleges from anywhere in the country. We used propensity score matching to generate this group, where our goal was to identify colleges that had similar retention and completion outcomes during the pre-treatment years. While propensity score matching is often used as an estimation strategy, we use it here as a matching strategy. We use the propensity scores to identify our “focal” matching group, and we do not use the statistical technique to estimate treatment effects as is often done with this strategy.

Having multiple comparison groups helps us assess the robustness of our findings, while also ruling out alternative explanations that could be driving our results. If we find significant results in only one comparison group, for example, then this yields less conclusive evidence than results that are significant across all comparison groups. Multiple comparisons offer us multiple hypotheses and multiple chances to rule out plausible alternative explanations, making the multiple comparison group technique a particularly useful strategy in quasi-experimental designs (Meyer, 1995; Shadish & Cook, 1999).

We used one additional strategy to rule out alternative explanations for our results. Following the techniques employed in other difference-in-differences models (Garces, 2013; Lavy, 2010), we manipulated the treatment years to assess whether results from the false years duplicated the results from the actual implementation year (e.g., using 2006 instead of 2007). If we found the same effects in these “false” years as we found in the correct year, then it would be difficult to attribute the effects to the policy itself and not simply a trend that was occurring regardless of the year. We found no evidence of this occurring in our alternative models, which helps us rule out this plausible alternative explanation driving our results. In the interest of space, we do not include results from these tests in this article; however, they are available upon request.

Limitations

Despite our efforts at improving our model’s internal validity, this study is not without limitations. First, it is possible that other events that took place near the same time of adopting performance funding could artificially drive our results. To rule out the possibility of confounding events, we searched for news stories for other policy changes that occurred around 2007 and found one key event that could be driving our results. The Boeing Corporation opened a large job training program at Edmonds Community College (ECC), which offers 12-week long certificate courses. Between 2007 and 2012, the number of certificates produced by ECC increased fivefold, which could be artificially driving our results. It is possible that other colleges opened similar job training programs, but we found no other programs of a similar scale as the Boeing example. Second, the context around Washington’s performance accountability system may not be directly generalizable to the experiences of other states’ performance funding efforts. While our goal is not to generalize results to “all” performance funding states, we believe that in-depth case studies of states operating and sustaining performance funding for the longest period of time provide a “proof of concept” for determining whether this policy is achieving its stated goals. Third, it is impossible in our study to isolate...
which design component (e.g., funding incentives, data collection efforts, data utilization, public accountability, etc.), so we describe SAI as an accountability “treatment package.” Further research could attempt to disentangle these effects. Finally, we examine only two of the state’s four performance measures (retention and degree completion). It is possible that the policy effects are different for the other outcomes not explored in this article (increasing college-level skills and completing college-level math). These alternative performance goals could be explored in follow-up studies, but we do not have data to examine them in this analysis.

**Key Findings**

Table 2 provides descriptive statistics of the variables used in each regression model. This table compares Washington colleges against their local and focal comparison groups. In general, Washington colleges have higher (lower) retention rates than neighboring (WICHE) states, yet they produce more certificates per year than any other comparison group. When standardizing certificate production by the number of students enrolled (per 100 FTE), we see that Washington colleges outperform colleges from WICHE and neighbor states. A similar pattern is found with associate’s degree production, where Washington colleges produce more degrees (in aggregate and per 100 FTE) than colleges in WICHE and neighboring states. This is one reason why the matched comparison group is so helpful for this analysis: It provides a comparison group that is more similar to the other groups in terms of retention rates as well as certificate and associate degree production.

**Trends in Outcomes**

Figure 1 disaggregates performance trends over time and across comparison groups, where we can see how comparison group averages compare with Washington over time. Here, we see that part-time retention rates (top-left panel) and full-time retention rates (top-right panel) for Washington community colleges were around 45% and 60%, respectively, in the years leading up to SAI. There was a small immediate initial dip after the policy, but retention rates remained at these general rates in the years before and after the policy. The middle two panels of Figure 1 display the (logged) average number of certificates produced each year, separated by “short” and “long” certificates, where we see a spike in short certificates for Washington in the years following SAI. On average, colleges from comparison states also increased their certificate production over time, with Washington having the largest growth in short certificates and less growth (or even flat) trends in long certificates. The bottom panel of Figure 1 displays associate’s degree production over time, where the (logged) average number of degrees (bottom-left panel) stays relatively flat in all states and fluctuating between 6.1 and 6.6 over time for Washington. When shifting to the ratio of degrees per 100 FTE (bottom-right panel), we see the average ratio rose, declined, and then rose again during this period. Each figure provides helpful context for understanding the average patterns occurring in Washington and in comparison group states before and after SAI; next, the regression results will help us identify any systematic patterns in these outcomes after the introduction of SAI.

**Regression Results**

Tables 3 through 6 display results from the regression analyses, where each table provides results for each separate outcome variable. Each of these models control for the institutional characteristics (e.g., enrollment size, percent White, tuition, share of revenue from state, certificate’s share, and federal and state aid per FTE) as well as state and year fixed effects.

Starting with the impact SAI had on retention rates (Table 3), we see that there are no significant differences in the main model (Row “a”) where we compare the average treatment effect across the three comparison groups and the results are the same for both part-time and full-time retention rates. When compared against WICHE states, neighbor states, and even the matched states, the analysis reveals no statistically significant patterns for the average treatment effect. When interacting the average treatment for each year (Row “b”), we begin to see mixed patterns across the various comparison groups for both part-time and full-time retention rates. For most years and comparisons groups,
the SAI had no significant effect on retention rates; however, there are a number of instances early in the implementation where retention rates decreased and a few instances where retention rates at Washington colleges improved after SAI. These mixed patterns indicate a degree of volatility that occurs on this outcome, where SAI appears to have had no average effects on retention rates, and mostly negative (though sometimes positive) effects on retention rates when disaggregated by year.

Tables 4 and 5 examine short and long certificate productivity, respectively. Taking Table 4 first, we examine SAI’s effect on programs that can be completed most immediately, often in less than 1 academic year. We observe effects in several cases, beginning with the 1.52 to 2.40 average increase in short-term certificates per 100 FTE that occurred after SAI (Row “a”). Interestingly, these effects did not occur immediately, as Table 4 shows by the few significant year interactions in Row “b.” Systematic effects did not begin to emerge until after about 2 years of implementation, and they were often positive, suggesting that SAI encouraged colleges to produce more short-term certificates. Moving to Table 5, we examine SAI’s impact on long certificate production to see if it follows similar patterns as the short-term subset. Unlike the previous model, we find negative average treatment effects for the main model (Row “a”) and negative effects for almost all models that are interacted by year (Row “b”). It appears as though SAI may have induced counteracting effects.
FIGURE 1. Performance trends for various comparison groups, before and after SAI.
Note. SAI = Student Achievement Initiative; WA = Washington; WICHE = Western Interstate Commission for Higher Education; FTE = full-time equivalent.
<table>
<thead>
<tr>
<th>TREATMENT</th>
<th>Part-time</th>
<th>Full-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>WICHE NEIGHBORS MATCHED</td>
<td>WICHE NEIGHBORS MATCHED</td>
<td>WICHE NEIGHBORS MATCHED</td>
</tr>
<tr>
<td><strong>a. Main model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TREAT × POST</td>
<td>-0.49 (1.93)</td>
<td>-0.73 (1.65)</td>
</tr>
<tr>
<td>TREAT × POST × 2007</td>
<td>-2.78*** (0.82)</td>
<td>-1.08 (0.86)</td>
</tr>
<tr>
<td>TREAT × POST × 2008</td>
<td>-1.18 (1.47)</td>
<td>-2.98*** (1.03)</td>
</tr>
<tr>
<td>TREAT × POST × 2009</td>
<td>6.62*** (1.55)</td>
<td>6.80*** (1.26)</td>
</tr>
<tr>
<td>TREAT × POST × 2010</td>
<td>1.06 (1.61)</td>
<td>-2.12 (1.25)</td>
</tr>
<tr>
<td>TREAT × POST × 2011</td>
<td>-0.48 (1.59)</td>
<td>-1.89 (1.24)</td>
</tr>
<tr>
<td>TREAT × POST × 2012</td>
<td>-1.01 (1.56)</td>
<td>-1.96 (1.21)</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>1,854</td>
<td>1,854</td>
</tr>
<tr>
<td><strong>Institutions</strong></td>
<td>206</td>
<td>206</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Year fixed effects</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Main model, ( R^2 )</strong></td>
<td>0.47</td>
<td>0.48</td>
</tr>
<tr>
<td><strong>Year interactions ( R^2 )</strong></td>
<td>0.48</td>
<td>0.48</td>
</tr>
</tbody>
</table>

**Note.** Panel-corrected standard errors in parentheses. SAI = Student Achievement Initiative; WICHE = Western Interstate Commission for Higher Education. *\( p < .05 \). **\( p < .01 \). ***\( p < .001 \).

**TABLE 4**

Regression Estimates for SAI’s Impact on Short Certificates Awarded

<table>
<thead>
<tr>
<th>TREATMENT</th>
<th>Short-term certificates (logged)</th>
<th>Short-term certificates (per 100 FTE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WICHE NEIGHBORS MATCHED</td>
<td>WICHE NEIGHBORS MATCHED</td>
<td>WICHE NEIGHBORS MATCHED</td>
</tr>
<tr>
<td><strong>a. Main model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TREAT × POST</td>
<td>0.33 (0.17)</td>
<td>2.40*** (0.91)</td>
</tr>
<tr>
<td>TREAT × POST × 2007</td>
<td>0.28 (0.18)</td>
<td>0.86* (0.36)</td>
</tr>
<tr>
<td>TREAT × POST × 2008</td>
<td>-0.03 (0.22)</td>
<td>0.72 (0.47)</td>
</tr>
<tr>
<td>TREAT × POST × 2009</td>
<td>0.27 (0.24)</td>
<td>1.58** (0.53)</td>
</tr>
<tr>
<td>TREAT × POST × 2010</td>
<td>0.48* (0.23)</td>
<td>3.12*** (0.51)</td>
</tr>
<tr>
<td>TREAT × POST × 2011</td>
<td>0.45* (0.23)</td>
<td>5.06*** (0.49)</td>
</tr>
<tr>
<td>TREAT × POST × 2012</td>
<td>0.47* (0.23)</td>
<td>5.82*** (0.48)</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>2,266</td>
<td>2,266</td>
</tr>
<tr>
<td><strong>Institutions</strong></td>
<td>206</td>
<td>206</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Year fixed effects</strong></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Main model, ( R^2 )</strong></td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td><strong>Year interactions ( R^2 )</strong></td>
<td>0.77</td>
<td>0.77</td>
</tr>
</tbody>
</table>

**Note.** Panel-corrected standard errors in parentheses; SAI = Student Achievement Initiative; FTE = full-time equivalent; WICHE = Western Interstate Commission for Higher Education. *\( p < .05 \). **\( p < .01 \). ***\( p < .001 \).
where it induces the growth of short certificates and a reduction of long certificates.

Table 6 provides results for associate’s degree production, where we follow the same analytic strategy as the certificates model by offering two alternative outcome measures: total degrees awarded (logged) and degrees per 100 FTE. In the “associate’s degrees (logged)” models, we find no average treatment effect (Row “a”) and, like the certificates models, we observe effects after several years of implementation. In the “degrees per 100 FTE” model, there is again no average treatment effect but we see a few instances (2011 and 2012) where SAI impacted degree production in positive and significant ways. During the first several years, this outcome was negative and often insignificant, but that trend began to reverse toward the later years of our analysis.

Across the four tables, we find that SAI had mixed impacts on campus retention rates and these effects lessened over time. There were no average treatment effects on retention and, to the extent effects occurred, they emerged after interacting with the academic year. Interestingly, this is the general pattern we found across all “higher order” models, where the average treatment effects for retention and associate’s degree programs were often insignificant and only the year interactions yield significant results. Only the certificates models generated significant average treatment effects, and they generated the greatest number of instances where we observe significant year interactions. Here, we conclude that SAI increased the number of short-term certificates produced in the state and reduced long-term certificate production. In terms of inducing systematic improvements in productivity, we only find evidence of positive effects for short certificates and either weak or negative impacts on other (higher order) outcomes.

### Discussion

Performance funding reforms are increasingly popular policy strategies in state higher education policy, as state lawmakers and advocacy groups grow concerned about college affordability, productivity, and degree completion (McLendon & Cohen-Vogel, 2008; McLendon...
Many of these reform efforts draw from the New Accountability movement, where accountability strategies such as financial incentives and performance reporting are expected to induce colleges to change behaviors. To get colleges to improve retention rates, or certificate and associate’s degree production, states such as Washington are changing the way they finance colleges and they are requiring colleges to set and report performance measures to be eligible for continued state support. But are these efforts improving educational outcomes and resulting in greater institutional performance?

Evidence from this study helps answer this question while contributing to the growing body of research on the effects of performance accountability systems on educational outcomes. Proponents in Washington believe that by building from lower order (e.g., retention) to higher order (e.g., certificate and degree production) goals, colleges will have a more straightforward pathway for improving performance. This is in line with what performance funding advocates believe are the necessary conditions for an effective accountability system: Performance goals have clear and linear pathways that include rewards for both short-term and long-term milestones (McKeown-Moak, 2013; Shulock, 2011). Washington followed this logic by designing a set of simple and easily measured performance goals that are designed to build upon one another. If colleges improve their lower order goals (e.g., retention rates), then they should also improve their higher order goals (e.g., associate’s degree completion).

In our analysis, we found that the performance of Washington community and technical colleges was, on average, often not distinguishable from the performance of colleges in other states that were never subject to similar accountability policies. Despite the state’s effort to create an incentive structure to improve retention and associate’s degree production, we found no evidence that these outcomes occurred (on average) among Washington community colleges. Instead, the only outcome that systematically distinguished Washington community colleges from others was the “lowest” lower order performance goals: the production of short-term certificate programs.

### Table 6

**Regression Estimates for SAI’s Impact on Associate’s Degrees Awarded**

<table>
<thead>
<tr>
<th></th>
<th>Associate’s degrees (logged)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WICHE</td>
<td>Neighbors</td>
<td>Matched</td>
<td>WICHE</td>
<td>Neighbors</td>
<td>Matched</td>
</tr>
<tr>
<td><strong>a. Main model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treat × Post</td>
<td>0.06</td>
<td>0.08</td>
<td>0.08</td>
<td>−0.13</td>
<td>0.15</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.69)</td>
<td>(0.51)</td>
<td>(0.73)</td>
</tr>
<tr>
<td><strong>b. Year interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treat × Post × 2007</td>
<td>0.01</td>
<td>0.07</td>
<td>0.01</td>
<td>−0.98</td>
<td>0.07</td>
<td>−0.95</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.05)</td>
<td>(0.07)</td>
<td>(0.43)</td>
<td>(0.64)</td>
<td>(0.51)</td>
</tr>
<tr>
<td>Treat × Post × 2008</td>
<td>0.04</td>
<td>0.08</td>
<td>0.01</td>
<td>−0.89</td>
<td>0.57</td>
<td>−1.09</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.09)</td>
<td>(0.54)</td>
<td>(0.86)</td>
<td>(0.64)</td>
</tr>
<tr>
<td>Treat × Post × 2009</td>
<td>0.04</td>
<td>0.19</td>
<td>0.08</td>
<td>−0.98</td>
<td>0.31</td>
<td>−0.37</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.09)</td>
<td>(0.59)</td>
<td>(0.86)</td>
<td>(0.65)</td>
</tr>
<tr>
<td>Treat × Post × 2010</td>
<td>0.09</td>
<td>0.16</td>
<td>0.12</td>
<td>−0.56</td>
<td>−0.04</td>
<td>−0.95</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.07)</td>
<td>(0.09)</td>
<td>(0.59)</td>
<td>(0.71)</td>
<td>(0.61)</td>
</tr>
<tr>
<td>Treat × Post × 2011</td>
<td>0.15</td>
<td>0.07</td>
<td>0.19</td>
<td>1.18</td>
<td>0.25</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.06)</td>
<td>(0.09)</td>
<td>(0.57)</td>
<td>(0.80)</td>
<td>(0.62)</td>
</tr>
<tr>
<td>Treat × Post × 2012</td>
<td>0.15</td>
<td>0.00</td>
<td>0.19</td>
<td>2.29</td>
<td>0.06</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.05)</td>
<td>(0.09)</td>
<td>(0.57)</td>
<td>(0.74)</td>
<td>(0.63)</td>
</tr>
</tbody>
</table>

| Observations         | 2,266 | 539       | 1,045   | 2,266 | 539       | 1,045   |
| Institutions         | 206   | 49        | 95      | 206   | 49        | 95      |
| Control variables    | Yes   | Yes       | Yes     | Yes   | Yes       | Yes     |
| Year fixed effects   | Yes   | Yes       | Yes     | Yes   | Yes       | Yes     |
| Institution fixed effects | Yes | Yes | Yes | Yes | Yes | Yes |
| Main model, $R^2$    | .95   | .93       | .93     | .84   | .80       | .75     |
| Year interactions    | .95   | .93       | .93     | .85   | .80       | .75     |
| model, $R^2$         |       |           |         |       |           |         |

**Note.** Panel-corrected standard errors in parentheses. SAI = Student Achievement Initiative; FTE = full-time equivalent; WICHE = Western Interstate Commission for Higher Education. 
*p < .05. **p < .01. ***p < .001.
After implementing SAI, colleges produced far more short certificates and fewer long certificates. We will first discuss why these results likely occurred, followed by a discussion of their implications.

One explanation for these results may be that retaining a student from year to year (and keeping them enrolled through the completion of an associate’s degree) is a more complicated process than SAI designers may have thought. Even “lower order” goals such as retaining students from 1 year to the next can be difficult to achieve, especially among students who work full-time (or are searching for work) while they are enrolled (Perna, 2010). We suspect that few colleges have this internal capacity to make substantial improvements in their retention efforts (beyond what they are already doing), which could be why the results are so mixed across the retention models. This does not mean that colleges cannot improve retention; rather, we suggest that improving retention requires resources and capacity that colleges simply may not currently have.

If retention is too high of a “lower order” goal for colleges to significantly impact, then the next lowest goal is to increase certificate productivity. Short-term certificates can be produced within 1 academic year, and colleges do not need SBCTC approval to offer new programs, so these could be one of the easiest ways a college can gain achievement points. Even easier would be for a college to retroactively award short-term certificates to students who earned enough credits but never received a credential and to ensure that currently enrolled students receive short-term certificates, even if they are working toward a different long-term certificate or degree.

SAI encouraged colleges to do just this, as stated in an SBCTC (2010) report that indicated, “Colleges have become more assiduous in ensuring that students who complete short certificates actually receive them . . .” (p. 10). Similarly, the report indicated that colleges began “modularizing” their long-term certificates, which would allow students in those programs to stop out for work or other reasons with a short-term credential and then reengage later to work toward the long-term certificate. This modularization may be leading to more students dropping or stopping out of the long-term certificate programs, as they can now exit early with a credential. We suspect that these are the primary reasons why short-term certificates grew and long-term certificates declined after SAI. Likewise, these responses are consistent with our theory, where colleges are expected to pursue and achieve the lowest order goals prior to higher order ones. The growth in short-term certificates, therefore, is not a surprising result.

Shifting attention to the highest order goal of improving associate’s degree productivity, impacts appear only after several years of the policy. As associate’s degrees are longer programs that require more credits than certificate programs, it is not surprising to see these delayed effects. However, we do not know for sure why this delay would occur. It is possible that, like with short-term certificates, colleges have gotten better at reporting degree completions or that they are retroactively awarding these credentials. It is also possible that colleges have changed their academic and administrative practices in ways that support students through to degree completion. This is the intended goal of SAI, and we provide limited evidence that this is occurring.

Another explanation why performance goals were largely not met (or were slow to see results) may be because the steps necessary for improving these outcomes are quite complex. There is a large body of literature on this topic, where researchers are finding that a range of factors including student engagement levels, academic support services, campus climate, student satisfaction, financial aid, and a host of additional factors affect students’ persistence to degree attainment (Kuh, Kinzie, Schuh, & Whitt, 2010; Pascarella & Terenzini, 2005; Seidman, 2005). Improving retention rates may sound like a straightforward and immediately attainable performance goal, but it can take a significant amount of campus resources including professional development and additional programming efforts to build the capacity for this change. Without this capacity, it is difficult to also improve longer term goals such as associate’s degree completion. Considering the financial incentives embedded within SAI were relatively small, we suspect the policy did not build the capacity necessary to accomplish these higher order goals. Not addressing these capacity constraints is indicative of an incomplete theory of action that links performance goals with the resources necessary to achieve these goals (Dougherty et al., 2013).
Further research is necessary to understand the mechanics through which these outcomes occur. For example, are colleges changing their academic offerings, providing more academic support, or otherwise engaging students in new ways to see them through to degree completion? SAI does not provide specific details or guidance on how colleges should support students, so further research is necessary to understand the factors behind these impacts. Considering the popularity of Washington’s performance funding model (often pointed to as a model of success), we are surprised the impacts on associate’s degree productivity are so modest.

Regardless of why these results occurred, we are concerned that SAI seems to have encouraged colleges to produce more short-term certificates. This is problematic for two reasons. First, these terminal credentials may not count toward future academic degree programs, so certificate holders may be less likely to pursue (or will be slowed down in their pursuit of) further education beyond these credentials (Roksa, 2006). Second, these credentials often yield poor labor market outcomes where the wage increase for certificate holders is typically lower than an associate’s degree and often have returns that are indistinguishable from workers with only a high school diploma (Belfield, Liu, & Trimble, 2014; Dadgar & Weiss, 2012; Jepsen, Troske, & Coomes, 2014; Marcotte, Bailey, Borkoski, & Kienzl, 2005; Mattoon, 2009). These studies also found a few programs that yield large increases in completions was the nursing assistant certificate, with an 84% increase. The most recent median wage for completers with this certificate was US$17,000 per year (Prince, 2013; SBCTC, 2010).

Although there are relatively few studies that distinguish between short- and long-term certificates, the research is consistent in finding that short-term certificates, on average, yield few (if any) benefits over a high school diploma. Long-term certificates, unlike short-term certificates, often lead to increased wages in certain occupations. In light of this, the growth in short-term credentials may not result in positive long-term labor market or educational outcomes for those who completed their programs. As these programs disproportionately serve older, lower income, and minority students, further research should focus on the equity implications of SAI (e.g., Did the policy track disadvantaged groups into low-wage professions?). Some of these concerns about short-term certificates may be alleviated with the state’s most recent changes to the state’s policy, which were revised in December 2012, and which now only awards achievement points to those short-term certificates which lead to middle- and higher wage jobs and/or lead to a more advanced credential (Prince, 2013), but these equity concerns are something researchers and policymakers should be monitoring closely (SBCTC, 2012).

Further research is needed to fully understand the causes and consequences of Washington’s SAI. While results from this analysis inform us about one state’s experience with performance accountability systems for higher education, only over time and through more national and statewide analyses can we begin to assess the full impacts of these reform efforts. This study builds upon this growing body of research, which has found that performance accountability reforms like Washington’s have resulted in limited to no improvements in the majority of educational outcomes measured in this study. Washington has invested significant amounts of time and financial, as well as political, resources into a performance system designed to avoid the pitfalls of the “old” performance funding systems. While the design of this new system is indeed different from past models and follows many of the best practices being promoted by advocates, the results are consistent with much of the previous research findings. Tying state financing to college “performance” is expected to create an incentive for colleges to produce more degree recipients and retain students at higher rates, but evidence from the Washington experiment suggests that these results do not occur in systematic ways.
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Notes

1. We test a number of other “start” years via our falsification tests discussed later in the article.

2. One institution dropped from the regression analysis, resulting in a sample of 175 Western Interstate Commission for Higher Education (WICHE) institutions.

3. Colleges from WICHE states include Alaska, Arizona, California, Hawaii, Idaho, Montana, North Dakota, Nevada, Oregon, Utah, Washington, and Wyoming. Colleges located in Colorado, New Mexico, and South Dakota are excluded because they were subject to performance funding treatments during this period. Border states include Alaska, Idaho, and Oregon. Matched cases include colleges from the following states: Alabama, Arizona, California, Connecticut, Georgia, Hawaii, Iowa, Massachusetts, Maryland, Minnesota, Missouri, Mississippi, Nebraska, New Hampshire, New York, North Dakota, Oregon, Pennsylvania, South Carolina, Wisconsin, and Wyoming.

4. We used 2005, 2006, 2008, and 2009 as our false implementation years. Results from these tests are available upon request.
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